Question from last class:

An employer wants to assess if two occupations in the company require 
different numbers of weeks of training to achieve competence at the job.  After 
conducting a survey of 30 people from occupation A and 21 people from 
occupation B, he finds that the mean number of weeks is 26 for A and 23 for B, 
with standard deviations 1.1 and 0.9 for A and B, respectively.  Is the difference 
significant?
NOMINAL/DICOTOMOUS TESTS

-
Variables measured dichotomously generate sample proportions

-
As with continuous variables, we can perform several statistical analyses to learn more about the population mean proportions from sample mean proportions

(1) Confidence interval for population proportions

(2) One sample tests for population proportions

(3) Two sample tests for population proportions

Confidence intervals
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· Example: From a sample of 60 workers, you find that 75% view health insurance as very important.  What can we say about the population of all employees

One sample tests

-
similar to testing means against some expected value for population, we can test whether a proportion will be different, exceed, or fall short of some proportion

-
Common example: Does our workforce exhibit some characteristic?  Is it more unionized than not?  Do the majority of workers have college degrees?  Do the majority have at least 5 years of seniority? 


-
these represent a comparison of the proportion to .5

· Another example: A company is assessing the “promotability” of its workers.  The thought is that 80% have characteristics consistent with receiving a promotion.  A survey of 200 employees, reveals, however, that only 75% are promotable.  Can we reject claim of 80% “promotability” with 95% confidence ((=.05)?

H0: p = .80

HA: p ( .80 

Z-statistic = 
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Two sample tests

-
Frequently we are interested in whether proportions differ across subpopulations

-
Example: Suppose that a school district wishes to determine whether teachers with children are more likely to prefer more personal days (compared with sick days) than teachers without children


From a sample of 90 teachers:

	
	Mean proportion (
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	Sample size (n)

	No children (Sample 1)
	.40
	30

	Children (Sample 2)
	.52
	60


 
H0: p1 > p2

HA: p1 < p2

Z-statistic = 
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NOMINAL/CATEGORICAL TESTS

-
Two types of comparisons will be made when we have categorical variables

(i)
Compare responses to a categorical variable or nominal variable based on the response to another categorical variable or nominal (statistical significance of information in cross-tabulations where at least one variable is categorical)

(ii)
Compare the relationship between categorical and continuous variables (ANOVA)

(i)
Tests for cross-tabulations

· Question: What is the chance of this much disproportionality among the rows or columns resulting only from sampling error, as opposed to real differences in the population?

· Can use a Chi-square test to answer this question ((2)

The Chi-square table is included below.
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-
Example:   Suppose that one is conducting a survey on workplace safety and whether some shifts are more likely to have an accident

	
	Accident in last 5 years
	No accident in last 5 years
	Row Total

	Third shift
	12
	4
	16

	Second shift
	9
	6
	15

	First shift
	13
	22
	35

	Column total
	34
	32
	66




Step1:

Null: The differences in the cross-tabulations are by chance
Alternative: Shifts and accidents have a statistical relatonship

Step 2:  

For a chi-square test, we also need the expected values of the cells given the sample distribution

Accidents should occur 51.5% of the time {(34/66) x 100}

No accidents should occur 48.5% of the time {(32/66) x 100}


(Expected values in parentheses)

	
	Accident in last 5 years
	No accident in last 5 years
	Row Total

	Third shift
	12 (8.2)
	4 (7.8)
	16

	Second shift
	9 (7.7)
	6 (7.3)
	15

	First shift
	13 (18.0)
	22 (17.0)
	35

	Column total
	34 (51.5)
	32 (48.5)
	66



Where did 8.2 come from?  51.5% of the row total 16


Where did 7.3 come from? 48.5% of the row total 15


-
Compute the chi-square test statistic:


     (2-stat 
= 
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= (12 - 8.2)2 /8.2 + (4 - 7.8)2/7.8 + (9 - 7.7)2/7.7




+ (6 - 7.3)2/7.3 + (13 – 18)2/18 + (22-17)2/17




= 1.76 + 1.81 + 0.22 + 0.14 + 1.39 + 1.47




= 6.79


Step 3:  


Compare to critical value in the table:



( = level of significance (.05)

df = degrees of freedom = (rows-1)(columns-1) = 
        2 x 1 = 2



Chi-square critical value is 5.991 


Step 4:  

 Because the test statistic is greater than the critical value, you  

 can conclude that the differences in the cross-tabulations could 

 not have occurred at random.  There is some relationship.

Additional question

A craft union would like to determine whether members at three major employers differ in their satisfaction with representation.  The following is a cross-tabulation of results of a survey:

	Employer
	Dissatisfied
	Somewhat satisfied
	Very satisfied

	1
	80
	60
	60

	2
	60
	40
	40

	3
	50
	30
	30
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