DATA ANALYSIS

Sampling statistical concepts

(
A sample will consist of many variables.  We will discuss one of these (X)

(
X has a population distribution, which is rarely observed

          X has a sample distribution, which will be observed by the researcher 

(
The relationship between population and sample via an illustrative example

· Suppose we have a population of 50 employees (N = 50)

· X is a variable that measures the number of promotions a worker has received at a firm
· Population distribution

	X
	f

	1
	25

	2
	15

	3
	10


The population parameter we are interested in is the mean of X, which we label (
· We take a random sample of population of ten workers (n=10), which could be one of several samples

	Sample 1 (ours)
	Sample 2

	X
	f
	X
	f

	1
	6
	1
	8

	2
	3
	2
	1

	3
	1
	3
	1


We can calculate the mean of each sample, which will give us a distribution of sample means: 
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Given we do not know (, we can still use any of the 
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’s to determine the interval within which it can fall for a given level of confidence

· First, we need to establish how much variation or dispersion is in our 

sample

variance: average of the squared deviation scores from the sample 

mean (s2)


s2 = 
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standard deviation: square root of the variance (s = s2)

· Using our example, we can calculate the standard deviation

	Sample 1 
	Sample 2

	X
	f
	X
	f

	1
	6
	1
	8

	2
	3
	2
	1

	3
	1
	3
	1
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s2 = 
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s = .707

· The measure of dispersion can be used to estimate what the standard error (
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) of the sample mean is
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Thus, for our sample above, 
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-
We can now construct confidence intervals, which allow us to connect information about a variable from our sample to the population

( Confidence intervals present a range of possible values for ( and the probability that ( falls within the range

( To construct the confidence interval, we need to use 
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, 
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, and a t-table, which appears in many locations (on my web page)

( CI = 
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t( is provided by a t-table where:

- ( is (1 – how sure we want to be that ( is within our confidence interval); confidence level  

- our degrees of freedom (df) are (n-1)

· Back to example:

For 95% confidence, ( = .05, df = 9 ( t.05 = 2.262

CI = (1.5 - .24(2.262), 1.5 + .24(2.262)) = (.96, 2.04) 

Hypothesis testing

(
statistical inference: the process of making statements about the population based on sample statistics

(
statistical significance: the confidence that observations of the sample truly reflects facts about the population
 

(
Types of tests that one will conduct depends on three things:

1. 
the measurement of the variable(s), including scale type (i.e., ratio/interval vs. nominal(dichotomous) vs. nominal(categorical))  

2. whether the test is a one-sample or two-sample test

one-sample (compare a sample statistic to some known value)

two-sample (compare values from subsamples to each other)
3.       whether the test is one-tailed or two-tailed 

(two-tailed – whether there is a difference between parameters values)

(one-tailed – whether a parameter exceeds or falls short of a value)
(
Once the test is chosen, a hypothesis test consists of 4 steps

Step 1:
Define null (H0) and alternative hypothesis (HA)

Step 2:
Generate tests statistic (t-statistic, Z-statistic, etc.)


Step 3:
Compare test static to critical value from table 


Step 4:
Draw conclusion (reject or fail to reject)

RATIO/INTERVAL SCALE TESTS – ONE SAMPLE
Example 1 – a two tailed test (whether a sample statistic shows that the population 
parameter is different than a certain value)
An example of such a test: Suppose a national craft union needs to know quickly whether the age of its union members is different than the average age in the occupation published in another source, which was 32.  They have information from a recent nationally representative survey of 100 of its members, which found that the mean age was equal to 40.  The standard deviation was 10.


Step 1:

H0:
( = 32

HA:
( ( 32  (two-tailed because question uses word “different’)


Step 2:

t-statistic = (
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= 1.01}

t-statistic = 8/1.01 = 7.92 


Step 3:

From t-table, the critical value for a two tailed test at the .05 level (95% confidence) is 1.984; 7.92 is greater than this.


Step 4:



We reject the null hypothesis at even the .05 level.

Example 2 -  a one tailed test  (whether a sample statistic shows that the population 

parameter equals or exceeds/falls short of a certain value)

For a sample of 145 employees, the average number of years of education is 13.5 years, with a standard deviation of 0.6.  Can we say that the education of our employees exceeds 12 years?

RATIO/INTERVAL SCALE TESTS – TWO SAMPLE

-
A two tailed test (whether differences in sample statistics between two 

subsamples reflect differences in groups in the population)

or

-
A one tailed test (whether sample statistics between two subsamples reflect that the population parameter for one group is greater than the other)

-
calculating the statistic in the second step:

n1, n2:

sample sizes for subsamples 1 and 2
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Example: Do those who are satisfied with their jobs have higher earnings?

From a sample of 11 satisfied and 11 unsatisfied workers:

	
	Satisfied
	Unsatisfied

	Mean weekly earnings (X)
	1500
	1300

	Standard deviation (s)
	225
	251


Step 1:

H0: (1 = (2
HA: (1 > (2
Step 2:

t-statistic = 
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t-statistic = 
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    = 200/101.6


     = 1.97

Step 3:

•
degrees of freedom (d.f.) = 20

(
critical value from table at 95% level ((=.05): t=1.725

Step 4:

(
reject the null hypothesis

-
Example: An employer wants to assess if two occupations in the company require different numbers of weeks of training to achieve competence at the job.  After conducting a survey of 30 people from occupation A and 21 people from occupation B, he finds that the mean number of weeks is 26 for A and 23 for B, with standard deviations 1.1 and 0.9 for A and B, respectively.  Is te difference significant?
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