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Abstract

\textbf{Background:} Survivability rates vary widely among various stages of breast cancer. Although machine learning models built in past to predict breast cancer survivability were given stage as one of the features, they were not trained or evaluated separately for each stage.

\textbf{Objective:} To investigate whether there are differences in performance of machine learning models trained and evaluated across different stages for predicting breast cancer survivability.

\textbf{Methods:} Using three different machine learning methods we built models to predict breast cancer survivability separately for each stage and compared them with the traditional joint models built for all the stages. We also evaluated the models separately for each stage and together for all the stages.

\textbf{Results and Conclusions:} Our results show that the most suitable model to predict survivability for a specific stage is the model trained for that particular stage. In our experiments, using additional examples of other stages during training did not help, in fact, it made it worse in some cases. The most important features for predicting survivability were also found to be different for different stages. By evaluating the models separately on different stages we found that the performance widely varied across them. We also demonstrate that evaluating predictive models for survivability on all the stages together, as was done in the past, is misleading because it overestimates performance.
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1. Introduction

Breast cancer is the most frequently diagnosed cancer in women\(^1\). Even though its 5-year survival rate in United States has increased from 75.2% in 1980 to 90.6% in 2013\(^2\), it is currently the second leading cause of cancer deaths among women after lung cancer\(^1\). Accurate prediction of breast cancer survivability can enable physicians and healthcare providers to make more informed decisions about a patient’s treatment. For example, they may opt for more aggressive new therapies for patients with ominous prognosis.

Several data-driven machine learning methods have been used in recent years for cancer prediction and prognosis\(^3,4\). These methods learn patterns or statistical regularities from historic data in order to make predictions on new data. Specifically for breast cancer, researchers have used a wide variety of machine learning methods for predicting susceptibility\(^5,6,7\), diagnosis\(^8,9,10,11,12,13,14\), recurrence\(^15,16,17,18,19,20,21\) and survivability\(^22,23,24,25,26,27,28,29,30\). This paper focuses only on predicting breast cancer survivability. For this task, some of the researchers who developed machine learning models had access to patients’ genomic and detailed clinical data from medical centers on which they trained their methods\(^22,23,24,29,30\). Although smaller in size (in the order of a few hundred cancer incidences), these datasets were more detailed in patient information. But most other researchers with no access to such detailed patient data used the publicly available SEER cancer dataset\(^31\) for training their methods\(^25,26,27,28\). We have used this dataset for this paper. Although this dataset does not include genomic or detailed clinical information, its large size (in the order of a few hundred thousand cancer incidences) makes it suitable for building accurate models for survivability.

Artificial neural networks (ANN)\(^32\), support vector machines (SVM)\(^33\), decision trees\(^34\), naïve Bayes\(^35\) and logistic regression\(^36\) are the most common machine learning methods that have been used for predicting breast cancer survivability\(^22,25,26,27,29\). In addition, researchers have proposed methods to improve performance on this task through semi-supervised learning\(^28\) as well as through ensemble learning\(^23,24\). Although a broad range of methods and training mechanisms have been used and evaluated for predicting breast cancer survivability, to the best of our
knowledge, no distinction was ever made between different cancer stages either for training the predictive models or for evaluating them.

Cancer incidences are assigned stages based on tumor size and the extent of spread, hence survivability varies widely between them. There are more than one cancer staging systems currently in use. One system categorizes cancers to be in Stage 0, Stage I, ..., Stage IV with further subcategories\(^{37}\). TNM (tumor, node, metastasis) is another cancer staging system in which stages are assigned based on the status of tumor, node and metastasis\(^{37}\). SEER dataset uses a system in which the stages are: in-situ, localized, regional and distant, based on the spread of cancer\(^{31}\). These are called summary stages. In in-situ summary stage abnormal cells are confined to the layer of cells in which they developed; in localized summary stage cancer is limited to the organ in which it began; in regional summary stage it has spread to nearby lymph nodes, tissues and organs; and in distant summary stage it has spread beyond to distant lymph nodes, tissues and organs.

In the part of the SEER dataset that we used in the current study, we found that the survivability rate for in-situ summary stage breast cancer was 99.42\% while for distant summary stage breast cancer it was 36.17\%. The survivability rates for other summary stages were in between. Clearly, it is far easier to predict survivability for in-situ summary stage than for other summary stages. Hence an evaluation of any breast cancer survivability prediction model should distinguish between these summary stages. In addition, given their wide range of survivability rates and the differences between them in terms of the spread of cancer, it is conceivable that a machine learning method trained specifically on a summary stage would be more suitable to predict survivability for that summary stage. However, this was not tested in previous work which had used summary stage only as one of the several features for training machine learning methods.

In this paper, we compare breast cancer survivability prediction models trained on all summary stages and trained separately on each summary stage. In addition, we compare how the performance changes with increasing amounts of training data in each case. We also present which features are most indicative of survivability for different summary stages. We present our evaluation results separately for each summary stage to show the differences between them in terms of the prediction performance. We also show that presenting evaluation results together for
all summary stages, as had been done previously, leads to an overestimation of the performance because of the inherent high to low variation in survivability rates between different summary stages.

2. Materials and Methods

2.1. Dataset

We used the publicly available SEER cancer dataset\(^3\). This data is collected on an ongoing basis from various registries in the US representing around 28% of the US population. It is part of the National Cancer Institute’s Surveillance, Epidemiology, and End Results (SEER) Program. The data is publicly available and can be obtained after signing a data use agreement. Its latest version, which we used in this study, covers de-identified cancer incidences from years 1973 through 2013 to a total of 9.18 million cancer incidences which includes 1.47 million breast cancer incidences. The dataset associates unique identifiers with patients using which one can track multiple incidences of cancer for every patient. In case a patient had multiple breast cancer occurrences, we only considered the last occurrence for predicting survivability (we found that using the number of occurrences as a feature did not improve prediction models).

![Figure 1. Logic used to determine survivability of breast cancer patients from the SEER dataset using the attributes - survival months (SM), vital status recode (VSR) and cause of death (COD). Survivability is defined as surviving for five years (60 months) after diagnosis.](image)

Each cancer incidence in the SEER dataset is associated with several cancer relevant attributes in addition to patients’ demographic information. Three of these attributes can be used to determine survivability of a patient: survival months (SM) which tells the number of months a patient survived, vital status recode (VSR) which takes value “alive” or “dead”, and the cause of death (COD). Cancer survivability is most commonly defined as surviving for five years (60 months) after diagnosis. Using this definition of survivability, we used the logic shown in Figure 1 to determine whether a breast cancer patient in SEER dataset survived or not. The same logic was used in prior
work\textsuperscript{26} (attribute survival months (SM) was formerly called survival time recode (STR)). Given that we are building a model for breast cancer survivability, the logic excludes all the incidences in which the patient died due to some cause other than breast cancer. We also excluded the patients if any one of these three attributes was not known for them. This logic is used to determine the survivability gold-standard for the purpose of training and evaluating the predictive models. The predictive models do not use these three attributes as features.

Although less common, breast cancer also occurs in men accounting for 1\% percent of all the incidences\textsuperscript{1}. However, for the purpose of this study we only focused on incidences in women. The next subsection describes the attributes of the SEER dataset that we used in our predictive models as features. Codes for some of these attributes were redefined in the year 2004 and a few new attributes were also introduced in the same year. Hence for consistency and given the abundancy of incidences each year, we decided to exclude incidences of breast cancer diagnosis before 2004. Note that most of the previous work on breast cancer survivability from SEER dataset had instead excluded incidences diagnosed after 2004. Given that survivability rates have changed over the years, it is better to use the more recent data as we have done in this study. We also excluded incidences if any of their feature values were unknown. Given that survivability is defined as surviving for five years after diagnosis, we had to also exclude incidences which were diagnosed less than five years ago from the latest year of submission for the current data. In the Results section, we show through learning curves that even after all the exclusions we were left with more than sufficient data for training and evaluating the prediction models.

Table 1 shows the statistics of the data we used in this study categorized by summary stage which is one of the attributes in the SEER dataset. There were a total of 174,518 incidences of breast cancer with 92.04\% survival rate which is consistent with the current survival rate\textsuperscript{1}. Given that in-situ summary stage had an almost sure survival rate of 99.42\% and had only 5.79\% incidences, we did not see much value in building models for predicting survivability for this summary stage. Hence we excluded all the in-situ incidences from the rest of our analysis. SEER dataset has four subcategories of the regional summary stage (direct extension, lymph node extension, extension and nodes, and not specified). We did not distinguish between these subcategories and grouped them all under regional summary stage.
Table 1. Summary stage-wise survivability statistics of the breast cancer data used in this study which was subset of the SEER dataset.

<table>
<thead>
<tr>
<th></th>
<th>Total incidences</th>
<th>Survived</th>
<th>Not survived</th>
<th>Percent survived</th>
</tr>
</thead>
<tbody>
<tr>
<td>All stages</td>
<td>174,518 (100%)</td>
<td>160,626</td>
<td>13,892</td>
<td>92.04%</td>
</tr>
<tr>
<td>In-situ</td>
<td>10,106 (5.79%)</td>
<td>10,047</td>
<td>59</td>
<td>99.42%</td>
</tr>
<tr>
<td>Localized</td>
<td>106,390 (60.96%)</td>
<td>102,737</td>
<td>3,653</td>
<td>96.57%</td>
</tr>
<tr>
<td>Regional</td>
<td>55,340 (31.71%)</td>
<td>46,872</td>
<td>8,468</td>
<td>84.70%</td>
</tr>
<tr>
<td>Distant</td>
<td>2,682 (1.54%)</td>
<td>970</td>
<td>1,712</td>
<td>36.17%</td>
</tr>
</tbody>
</table>

2.2 Features

Machine learning methods require data represented in terms of features which are indicative of the class being predicted. For predicting breast cancer survivability, several attributes present in the SEER dataset have been used as features. Table 2 shows the features we used in this study which are largely same as were used in most of the previous work on this task. Note that summary stage is also used as a feature.

Table 2. List of features used to build predictive models for breast cancer survivability.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Numeric</td>
<td>Age at diagnosis</td>
</tr>
<tr>
<td>Behavior code</td>
<td>Nominal</td>
<td>Code based on aggressiveness of tumor</td>
</tr>
<tr>
<td>Extension</td>
<td>Nominal</td>
<td>Information on extension of tumor</td>
</tr>
<tr>
<td>Grade</td>
<td>Nominal</td>
<td>Category based on the appearance of tumor</td>
</tr>
<tr>
<td>Histologic type</td>
<td>Nominal</td>
<td>Form of tumor</td>
</tr>
<tr>
<td>Lymph nodes</td>
<td>Nominal</td>
<td>The highest specific lymph node chain that is involved by the tumor</td>
</tr>
<tr>
<td>Marital status</td>
<td>Nominal</td>
<td>Marital status at diagnosis</td>
</tr>
<tr>
<td>Metastasis at diagnosis</td>
<td>Nominal</td>
<td>Information on distant metastasis</td>
</tr>
<tr>
<td>Primary site</td>
<td>Nominal</td>
<td>Site in which the primary tumor originated</td>
</tr>
<tr>
<td>Race</td>
<td>Nominal</td>
<td></td>
</tr>
<tr>
<td>Radiation</td>
<td>Nominal</td>
<td>Method of radiation therapy used in the first course of treatment</td>
</tr>
<tr>
<td>Regional nodes examined</td>
<td>Numeric</td>
<td>Number of regional lymph nodes removed and examined</td>
</tr>
<tr>
<td>Regional nodes positive</td>
<td>Numeric</td>
<td>Number of regional lymph nodes that contained metastases</td>
</tr>
<tr>
<td>Site-specific surgery code</td>
<td>Nominal</td>
<td>Code for surgery of primary site as first course of therapy</td>
</tr>
<tr>
<td>Summary stage</td>
<td>Nominal</td>
<td>Defined according to the spread of cancer</td>
</tr>
<tr>
<td>Tumor size</td>
<td>Numeric</td>
<td>Size in mm</td>
</tr>
</tbody>
</table>

2.3 Machine Learning Methods

We used naïve Bayes, logistic regression and decision tree machine learning classification methods to predict breast cancer survivability in this study. We used the free and publicly available Weka software for these methods.
We used Weka’s “NaiveBayes” classification method for naïve Bayes, “Logistic” classification method for logistic regression and “ADTree” (alternating decision trees) classification method for decision trees which is based on the machine learning ensemble algorithm of boosting. Among the decision tree classification methods available in Weka, we found it to work best for our dataset through a pilot study.

Our breast cancer survivability dataset is very unbalanced with far more patients surviving than not surviving, except for the distant summary stage for which the reverse is true. For an unbalanced dataset like this, a machine learning method set to maximize accuracy can simply classify all the examples to be of the majority class and get a very high accuracy, but such a classifier will be practically of no use. Hence in order to maximize classification accuracy on both the classes, typically a weight is specified to the minority class which relatively increases the penalty of misclassifying it compared to misclassifying the majority class. Weka implements this mechanism through its cost-sensitive meta-classifier. We ran all our experiments using the cost-sensitive meta-classifier which internally used a base classifier of naïve Bayes, logistic regression or decision trees. The right weight was determined out of 0.25, 0.5, 1, 2, 4, 6, …, 18, 20 through five-fold internal cross-validation within the training data. The weight that maximized the area under ROC curve on the internal cross-validation was then used to train the machine learning method using the entire training data. Weka’s default values were used for all other parameters for all the methods.

2.4 Experimental Methodology

We built two types of predictive models for breast cancer survivability using each of the machine learning methods. The first type, which we call joint model, was trained using training data that included incidences of all the summary stages. This is how the predictive models for breast cancer survivability were built in the past by other researchers. The second type, which we call summary stage-specific models, were built separately for each summary stage using training data of incidences from only that respective summary stage.

After training, a joint model was first evaluated on test incidences of all the summary stages, as was done in the past work. But in this study, it was then also separately evaluated on each summary stage. This did not require applying the model again, but only required doing separate evaluations for each summary stage on the output already
generated for the earlier evaluation. After training, each summary stage-specific model was first evaluated on test incidences of its respective summary stage. Next, outputs of all the three summary stage-specific models were also combined to evaluate their performance on all summary stages together. This is equivalent of using a meta-model that first looks at the summary stage of a test incidence and then applies the corresponding summary stage-specific model.

Various evaluation measures have been used to report performance of predictive models for survivability in the past, including accuracy, precision, recall, sensitivity, and specificity. However, most machine learning methods used to build predictive models also assign confidences to their outputs and by varying threshold on these confidences one can obtain a range of different values for these evaluation measures. For example, precision can be traded off with recall while sensitivity can be traded off with specificity. Thus reporting single values for these evaluation measures does not present the full spectrum of performance and a better way to gauge performance of a predictive model is by plotting an entire precision-recall curve or an ROC curve. The latter is a curve between a model’s true positive rate (fraction of positive examples the model correctly classified as positive, also known as sensitivity) and false negative rate (fraction of negative examples the model incorrectly classified as positive, equivalent to 1-specificity). In our task the positive class is “survived” and the negative class is “not survived”.

A useful property of ROC curve is that, unlike precision-recall curve, it is independent of the class distribution, i.e. it will not change if the distribution of positive and negative examples is changed in the test dataset. Area under ROC curve (AUC) is a representative summary statistic of an ROC curve and is widely used to report performance as a single value. For all the reasons outlined above, we used AUC to report performance of our predictive models in this paper. A higher AUC means a better performance. A random classifier will have a diagonal ROC curve with an AUC of 0.5 while a perfect classifier will have the maximum AUC of 1.

When we combined the outputs of all the three summary stage-specific models to evaluate their performance on all summary stages together (as described before), we needed to generate one ROC curve using three different thresholds. Although there exists a principled way to combine multiple ROC curves generated using multiple methods on the same test set by taking their convex hull, our case is different in which we have to instead combine
results obtained on three different test sets (one for each summary stage). In order to do this, we considered all combinations of the three confidence thresholds (by varying them in small step size of 0.0025), and for each combination we determined the combined true positive rate and false negative rate for the data which gave us one point on the ROC graph. In this way, different threshold combinations gave us different points on the ROC graph. Using all the points thus obtained on the ROC graph, we plotted the ROC curve by choosing the highest true positive rate point for every false negative rate. We are justified in doing so because when deploying the model one would always choose the threshold combination that gives the best point in ROC graph over other threshold combinations that give comparably worse points.

All evaluations were done using the standard 10-fold cross-validation procedure. Given the unbalanced nature of our data in terms of survived and not survived classes, as well as given the uneven distribution among different summary stages, all folds were stratified for uniformity so that each fold had the same distribution of classes and summary stages. In each fold, the training data for separate summary stage-specific models were the disjoint subsets of the training data for the joint model in the corresponding fold. This makes the results of the model more comparable. The exact same folds were used across different experiments. In our results, we reported average AUC scores of the ten folds of cross-validation and used the individual scores of the folds for statistical significance testing.

3 Results and Discussion

3.1 Joint vs. Summary Stage-Specific Predictive Models

Table 3 shows the AUC results obtained by joint and summary stage-specific models trained using naïve Bayes, logistic regression and decision trees. The numbers shown in bold were found statistically significant (p < 0.05) to the corresponding numbers in the same row by the same machine learning method using two-tailed paired t-test.
Table 3. Area under ROC curve (AUC) obtained by joint and summary stage-specific predictive models for breast cancer survivability using three different machine learning methods. The numbers shown in bold were found to be statistically significant (p < 0.05; two-tailed paired t-test) to the corresponding numbers in the same row for the same machine learning method. It can be seen from the rest of the rows that the numbers in the first row for all stages combined are misleadingly high.

<table>
<thead>
<tr>
<th></th>
<th>Naïve Bayes</th>
<th>Logistic Regression</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Joint</td>
<td>Stage-specific</td>
<td>Joint</td>
</tr>
<tr>
<td>All Stages</td>
<td>0.821</td>
<td><strong>0.842</strong></td>
<td>0.848</td>
</tr>
<tr>
<td>Localized</td>
<td>0.717</td>
<td><strong>0.768</strong></td>
<td>0.771</td>
</tr>
<tr>
<td>Regional</td>
<td>0.759</td>
<td><strong>0.778</strong></td>
<td>0.794</td>
</tr>
<tr>
<td>Distant</td>
<td>0.644</td>
<td><strong>0.712</strong></td>
<td>0.712</td>
</tr>
</tbody>
</table>

From Table 1, there were 106,390 incidences in localized summary stage, 55,340 in regional and 2,682 in distant. Thus the total number of incidences in all summary stages were 164,412 (note that we excluded in-situ incidences). Since we used 10-fold cross-validation, the size of the training data was 9/10th of the above numbers in each fold. Thus given that a joint model was trained with significantly more number of incidences than any of the summary stage-specific models, one would have expected them to also perform significantly better than them for each machine learning method. However, as can be observed from Table 3, joint models do either significantly worse or nearly equal to the summary stage-specific models (except for decision tree in the “All Stages” row, however, we later show that the results of this row are overestimations and hence misleading). This clearly points out that there is no advantage of building a joint model over building separate summary stage-specific models, in fact, it can lead to worse performance in some cases. Training separate models that use smaller training datasets also has an added advantage of faster training times for the machine learning methods that have higher than linear training time complexity.

It can be also observed from Table 3 that for naïve Bayes the performance of joint model is always significantly worse than summary stage-specific models while for logistic regression and decision trees the differences are smaller. Given that in each fold, the training data for joint model always included all the incidences of the training data of each summary stage model, a good machine learning method will be expected to do at least at par with each summary stage-specific model when tested on the corresponding summary stage. This seems to be the case majority
of times with logistic regression and decision trees. However, naïve Bayes joint model has been consistently negatively affected by adding examples of other summary stages during training. We will look into this more closely in the next subsection using learning curves.

Next important observation from Table 3 is that the performance on distant summary stage is much worse than other two summary stages. This is true for both joint as well as summary stage-specific models and for all the machine learning methods. This shows that it is harder to predict breast cancer survivability for the distant summary stage and there is a larger room for improvement. Note that this observation was not made in any previous work because prediction models had been always evaluated together on all summary stages. The worse performance on distant summary stage by distant summary stage-specific model could be because of its smaller data size available for training (and again, including incidences from other summary stages for training as done in joint models did not help). We will further look into this in the next subsection.

An interesting observation form Table 3, looking at each column separately, is that the performance on all summary stages together was always found to be better than performance on any of the individual summary stages, whether for the joint model or for the summary stage-specific models. At first this may appear counter-intuitive because one is used to seeing performance on a combination as an average of the performance on individual components. However, ROC curves are less intuitive, and in fact, as we demonstrate next with an example, evaluation on all summary stages together leads to an overestimation of performance.

![ROC curves](image)

**Figure 2.** ROC curves obtained for survivability prediction when evaluated on all summary stages together. The ROC curve for the stage-sort baseline model illustrates that it is easy to obtain a seemingly reasonable performance
in this evaluation setup. The ROC curves for logistic regression joint model and random baseline model are shown for comparison.

Consider a baseline joint model that simply looks at the summary stage of an incidence (which is a feature) and assigns survivability confidence to that incidence equal to 1 if it is localized, 0.5 if it is regional and 0 if it is distant (the actual numbers do not matter as long as they are in a decreasing order by the summary stages). That is, this model simply predicts survivability in the order of the known survivability rates of the summary stages. We will call this the stage-sort baseline model. Figure 2 shows the ROC curve for this model. For comparison, ROC curves for the logistic regression joint model and a random classification baseline model are also shown. The ROC curve for the stage-sort baseline has essentially two points in the interior area of the graph, one point for which the model predicts everyone in localized summary stage to survive and everyone else to not survive, and another point for which the model predicts everyone in localized and regional summary stages to survive and the rest to not survive. The second point can be seen close to the top of the graph. The point (0,0) is obtained by predicting everyone to not survive and the point (1,1) is obtained by predicting everyone to survive. The in-between points can be obtained by predicting random subsets to survive within each summary stage. The AUC of this curve was found to be 0.726. Hence one can obtain what looks like a reasonable performance on an evaluation on all summary stages together by simply exploiting the known survivability rates of the individual summary stages. If we now evaluate performance of this stage-sort baseline model separately on each summary stage, we will get the diagonal baseline ROC curve that connects point (0,0), i.e. predicting none to survive and (1,1), i.e. predicting all to survive, with in-between points obtained if random subsets are predicted to survive. The AUC of these ROC curves obtained by the stage-sort baseline model when evaluated on each summary stage separately will be thus 0.5. Hence this example demonstrates that one can obtain a higher AUC by evaluating a model on all summary stages together than by evaluating it separately on each of the summary stages. This is possible by exploiting the differences in the known survivability rates of different summary stages. Note that while this argument was specific to ROC and AUC, the stage-sort baseline will also have a misleadingly good precision and recall (and hence F-measure) on an evaluation on all the summary stages together. For example, predicting everyone in localized and regional summary stages to survive and everyone in distant summary stage to not survive gives precision of 92.5% (fraction of predicted to be survived actually survived) and recall of 99.36% (fraction of actually survived that were predicted correctly).
The above illustrative example was for a baseline model, but in general, a machine learning predictive model can easily learn to rank localized summary stage incidences generally above other summary stage incidences, and regional summary stage incidences generally above distant summary stage incidences. This will give it an artificial boost in performance when measured on all summary stages together. We believe this is what happened with all our models in the “All Stages” row of Table 3 as well as with all the models reported in the previous work on this task. Note that this also happened when the outputs of summary stage-specific models were combined, because in this case as well the models will generally have higher confidences for incidences in summary stages with higher survivability rates. However, exploiting the differences in survivability of different summary stages in assigning confidences to survivability is not practically useful. For example, in order to predict survivability for a patient who is known to be in the localized summary stage, giving her an extra confidence of survivability because of other patients who are in worse summary stages is although not incorrect, but is not helpful, because it is essentially stating the obvious. To avoid overestimation of performance when measured on all summary stages together, we recommend evaluating prediction models for survivability only separately on each summary stage. However, in case performance is measured on all summary stages together, it should be at least compared with the stage-sort baseline.

3.2 Learning Curves

We plotted learning curves to see how the performance of joint and summary stage-specific models vary with increasing amounts of training data when evaluated on each summary stage. To obtain a point on the learning curve, we used the same training and evaluation procedure as before, but used only a portion of the entire training data available in each fold. The training data was cumulatively increased to obtain higher points on the learning curve. For uniformity, through stratification each portion of the training data used for training had the same distribution of summary stages (in case of joint models) and survivability rate. The test data remained exactly the same.

Joint model is trained using all the summary stages and hence it has more incidences available for training, but in order to fairly compare it to a particular summary stage-specific model across learning curve, the joint model was given maximum same number of training examples as were available to that summary stage-specific model. For example, for the localized summary stage, both the models were given maximum 95,751 (9/10th of 106,390) training examples in each fold; for the summary stage-specific model they were all localized summary stage incidences, but
for the joint model they were a mix of the three summary stage incidences randomly selected from the original training data of the fold while maintaining their relative distribution.

Figure 3 shows all the learning curves obtained by naïve Bayes and logistic regression methods by evaluating joint and summary stage-specific models on each of the summary stages. A common trend that can be observed in the graphs is that summary stage-specific models did better than joint models with less training data. This trend continued for naïve Bayes method even with full training data (Figures 3(a), 3(c) and 3(e)). From Table 3 we know that even after including all the incidences of other summary stages available to train the joint model, its performance lagged behind that of summary stage-specific models. However, for logistic regression method, joint model caught up with the summary stage-specific models with more training data, but its performance never significantly exceeded even after including all the incidences of other summary stages (Table 3). This indicates that it is only the presence of incidences of the particular summary stage in the training data that contributes towards its performance on that summary stage. Although the presence of incidences of other summary stages in the training data did not help logistic regression method, it was not adversely affected by it unlike naïve Bayes method. It is clear why naïve Bayes method should be adversely affected by the presence of incidences of other summary stages given that it computes all its probabilities using frequency counts from the entire training data. Logistic regression method, on the other hand, is less susceptible to this and can learn to be more discriminative with various summary stages. An intelligent method can, in fact, internally learn effectively a different model for each summary stage (for example, a decision tree with summary stage as the root node). Hence whether a joint model will do worse than a summary stage-specific model or not depends on the individual machine learning method, however, in our study we did not find a joint model ever doing statistically significantly better than a summary stage-specific model.

Another important observation from Figure 3 is that for localized and regional summary stages, learning has plateaued for all the models. But it has not plateaued for the distant summary stage for either type of model using logistic regression (Figure 3 (f)). In that case, summary stage-specific model is doing better than joint model with same number of training examples, but from Table 3 we know that eventually with equal number of distant summary stage incidences in the training data, the joint model does as well as the summary stage model. However, from Figure 3 (f) it is clear that the summary stage-specific model can do better with more training incidences.
Hence while the current models are not expected to do any better on localized and regional summary stages with more training data, there is a scope of improvement on the distant summary stage. This indicates that collecting more data for distant summary stage is likely to improve performance on its survivability prediction. We would not have made this observation without separately evaluating the models on different summary stages.

**Figure 3.** Learning curves comparing joint and summary stage-specific models trained using naïve Bayes (left) and logistic regression (right) and evaluated on localized (top), regional (middle) and distant (bottom) summary stages. In each graph, the maximum number training incidences were same for each model.
3.3 Differences between Summary Stage-Specific Predictive Models

To further see the differences between breast cancer survivability predictive models trained using incidences of different summary stages, we plotted information gain statistic for all the features separately for each summary stage. Information gain statistic evaluates the importance of a feature with respect to the class\textsuperscript{44} for classification and can be obtained using Weka. Figures 4 (a)-(d) show the plots for each of the summary stages and for all of them combined. The features are ranked in each graph in the order of their importance. The y-axis scale has been kept same in all the graphs for direct comparison.

![Information gain statistic for all the features for predicting survivability on the different summary stages separately and on all summary stages together.](image)

**Figure 4.** Information gain statistic for all the features for predicting survivability on the different summary stages separately and on all summary stages together.

Tumor size always ranked among the top three features in all the graphs implying that it is highly indicative of survivability of a patient in any summary stage. But there are differences in the importance of rest of the features in
various summary stages. While grade was the top feature for localized summary stage, it progressively gets lower rank from regional to distant summary stages. Regional nodes positive was the most important feature for regional summary stage, however it ranks far lower in the other two summary stages. Site-specific surgery code was the most important feature for distant summary stage but ranked fourth in the other summary stages. Metastasis at diagnosis was ranked fourth in distant summary stage but ranked very far behind in other summary stages. This makes clinical sense because metastasis is a distinguishing characteristic of the distant summary stage. These examples show that the predictive power for most of the features in predicting survivability significantly varies across the summary stages.

The actual information gain values of all the features for localized summary stage were lower than the other two summary stages. Figure 4 (d) shows that the information gain values for all the summary stages combined which appears to be a mix of what was found separately for each summary stage. Note that it also includes summary stage as a feature which is ranked third. Overall these plots show that each summary stage has a unique set of features that are indicative of survivability for that summary stage. This further supports separately building predictive models for breast cancer survivability for each summary stage.

4 Conclusions

In this paper we built predictive models for breast cancer survivability using SEER dataset and machine learning methods. Unlike previous work, besides building one joint predictive model for all summary stages, we also built separate predictive models for different summary stages. Our experiments showed that a joint model offers no advantage over separate summary stage-specific models, and in fact, can lead to worse performance. We also showed that each summary stage is different from others in terms of the features that indicate survivability which further supports building separate models for them. Based on our findings, to predict survivability of a patient in a particular summary stage we recommend using a model specifically trained with incidences of only that summary stage. By evaluating the models separately on each summary stage, our experiments also revealed differences in the performance on different summary stages. Predictive models were found to perform worst on the distant summary stage with still room for improvement. We also illustrated that an evaluation on all the summary stages together, as was done in the past, is misleading because it has an inherent inclination towards overestimating the performance.
Hence we recommend reporting performances separately for each summary stage which is more appropriate as well as more informative.
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Summary Points

What was already known on this topic:

- Machine learning methods have been used to predict survivability of breast cancer.
- These methods were always trained and evaluated jointly on all the stages of breast cancer.
- Breast cancer stage was used only as a feature in training machine learning methods.

What this study added to our knowledge:

- There are enough differences between various stages of breast cancer that it is best to train machine learning methods separately for each stage.
- Survivability prediction performance varies widely across different stages of breast cancer with worst performance on the distant summary stage.
- Evaluating predictive models for survivability on all the stages together as was done in the past has an inherent shortcoming which leads to an overestimation of performance, hence such models should be evaluated separately for each stage.
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