It has previously been shown from the collective behavior of a network of observed climate indices that this network synchronized several times in the period 1900–2000. Further, it has been found that in those cases where the synchronous state was followed by a steady increase in the coupling strength between the indices, the synchronous state was destroyed, after which a new climate state emerged. These shifts are associated with significant changes in global temperature trend and in El Niño/Southern Oscillation variability. Subsequently, the evidence for such type of behavior has been found to occur in three climate simulations using state-of-the-art models as well as in the observed data in the 21st century. This was the first time that this mechanism, which appears consistent with the theory of synchronized chaos, has been discovered in a physical system of the size and complexity of the climate system. Here we extend this approach to consider proxy data for climate modes going back several centuries. While noise in the proxy data in some cases masks the mechanism, we find significant coherence between both synchronization and coupling and global temperature. These results provide further support that the above mechanism for climate shifts is a robust feature of the climate system.
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1. Introduction

One of the most important and mysterious events in recent climate history is the climate shift in the mid-1970s [Graham, 1994]. In the northern hemisphere 500-hPa atmospheric flow the shift manifested itself as a collapse of a persistent wave-3 anomaly pattern and the emergence of a strong wave-2 pattern. The shift was accompanied by sea-surface temperature (SST) cooling in the central Pacific and warming off the coast of western North America [Miller et al., 1994]. The shift brought sweeping long-range changes in the climate of northern hemisphere. Incidentally, after “the dust settled”, a new long era of frequent El Niño events superimposed on a sharp global temperature increase began. While several possible triggers for the shift have been suggested and investigated [Graham, 1994; Miller et al., 1994; Graham et al., 1994], the actual physical mechanism that led to this shift is not known. Understanding the dynamics of such phenomena is essential for our ability to make useful prediction of climate change. A major obstacle to this understanding is the extreme complexity of the climate system, which makes it difficult to disen-
in the network’s topology is the mean distance \( \bar{d}(t) \) [Onnela et al., 2005]

\[
d(t) = \frac{2}{N(N-1)} \sum_{(i,j) \in D} d_{ij}.
\]

Here \( t \) denotes the time in the middle of a sliding window of width \( \Delta t \). \( N \) is the number of nodes, and \( d_{ij} = \sqrt{2(1-|\rho_{ij}|)} \), where \( \rho_{ij} \) is the cross-correlation coefficient between nodes \( i \) and \( j \) in the interval \( [t-(\Delta t-1)/2, t+(\Delta t-1)/2] \). \( \Delta t \times N \) distance matrix. The sum is taken over the upper triangular part (or the distinct elements of \( D' \)). The above formula uses the absolute value of the correlation coefficient because the choice of sign of indices is arbitrary. The distance can be thought of as the average correlation between all possible pairs of nodes and is interpreted as a measure of the synchronization of the network’s components. Synchronization between nonlinear (chaotic) oscillators occurs when their corresponding signals converge to a common, albeit irregular, signal. In this case, the distance is maximized. Thus, a distance of zero corresponds to a complete synchronization and a distance of \( \sqrt{2} \) signifies a set of uncorrelated nodes.

Figure 1(a) shows the distance as a function of time for a window length of \( \Delta t = 11 \) years, with tick marks corresponding to the year in the middle of the window. The correlations (and thus distance values for each year) were computed based on the annual-mean indices constructed by averaging the monthly indices over the period of November–March. The dashed line parallel to the time axis in Fig. 1(a) represents the 95% significance level associated with the null hypothesis that the observed indices are sampled from a population of a four-dimensional AR-1 process driven by a spatially (cross-index) correlated Gaussian noise; the parameters of the AR-1 model and the covariance matrix of the noise are derived from the full time series of the observed indices. This test assumes that the variations of the distance with time seen in Fig. 1(a) are due to sampling associated with a finite-length (11-yr) sliding window used to compute the local distance values. Retaining overall cross-correlations in constructing the surrogates makes this test very stringent (it is more likely that more synchronization events will be found if the surrogates were white noise, for example). It is found that five times (1910’s, 1920’s, 1930’s, 1950’s and 1970’s) distance variations fall below the 95% significance level (which corresponds
to an average correlation between all pairs of indices of 0.5 or greater; see Eq. (1)). It is therefore concluded that these features are not likely to be due to sampling limitations but they represent statistically significant synchronization events. Note that the window length used in Fig. 1(a) is a compromise between being long enough to estimate correlations but not too long to dilute transitions. Nevertheless, the observed synchronizations are insensitive to the window size in a wide range of $7 \, \text{yr} \leq \Delta t \leq 15 \, \text{yr}$.

An important aspect in the theory of synchronization between coupled nonlinear oscillators is coupling strength. It is vital to note that synchronization and coupling are not interchangeable; for example, it is trivial to construct a pair of coupled simple harmonic oscillators whose displacements are in quadrature (and hence perfectly uncorrelated), but whose phases are strongly coupled [Vanassche et al., 2003]. As such, coupling is best measured by how strongly the phases of different modes of variability are linked. The theory of synchronized chaos predicts that in many cases when such systems synchronize, an increase in coupling between the oscillators may destroy the synchronous state and alter the systems behavior [Heagy et al., 1995; Pecora et al., 1997]. In view of the results above, the question thus arises as to how the synchronization events in Fig. 1(a) relate to coupling strength between the nodes. It should be noted that in this study we are interested in the complete synchronization among the nodes, rather than weaker types of synchronization, such as phase synchronization [Boccaletti et al., 2002; Maraun & Kurths, 2005] or clustered synchronization [Zhou & Kurths, 2006], which are also important in climate interactions.

For our purposes here, if future changes in the phase between pairs of climate modes can be readily predicted using only information about the current phase, those modes may be considered strongly coupled [Smirnov & Bezruchko, 2003]. Here coupling is studied using symbolic dynamics. For any given time series value, we can define a symbolic phase by examining the relationship between that value and its nearest two neighbors in time. As shown in Fig. 2, if the three values are sequentially increasing, we can assign to the middle point a phase of 0, while if they are sequentially decreasing, a phase of $\pi$. Intermediate values then follow. Notice that this procedure is totally nonparametric, as it does not compare the actual values of the points aside from whether a point is larger or smaller than
represented by the complex phase vector \( Z \). Its elements \( Z_n \) are constructed separately for the year \( n \) and \( n+1 \), respectively, using all years. A measure of the coupling is provided by the least squares estimator \( Z_{n+1}^* = M Z_n \) (2)

where \( M = [Z Z^T]^{-1} \) is the least squares predictor. Here \( Z \) and \( Z_n \) are the matrices whose columns are the vectors \( Z_0 \) and \( Z_{n+1} \), respectively, constructed using all years. A measure of the coupling is provided by \( \| Z_{n+1}^* - Z_{n+1} \|^2 \), which is associated with small values of this quantity, i.e. good phase prediction. Note that only three values are used to define phases rather than four or five or any other number. The reason is that if more than three values are used to define phases, the possible number of permutations of \( m \) values is \( m^3 \). Thus, if \( m > 3 \), there are at least 24 possible permutations, which will not result in large sample sizes to evaluate the predictability of the phase vector.

This quantity is plotted in Fig. 1(b). Figures 1(c) and 1(d) show the global surface temperature (http://data.giss.nasa.gov/gistemp/) and El Niño index in our period. Figure 1 tells a remarkable story. First let us consider the event in 1910’s. The network synchronizes at about 1910. At that time, the coupling strength begins to increase. Eventually, the network comes out of the synchronous state sometime in late 1912 early 1913 (marked by the left vertical line). The destruction of the synchronous state coincides with the beginning of a sharp global temperature increase and a tendency for more frequent and strong El Niño events. The network enters a new synchronization state in the early 1920’s but this is followed by an increase in coupling strength. In this case, no major shifts are observed in the behavior of global temperature and ENSO. Then the system enters a new synchronization state in the early 1930’s. Initially this state was followed by a decrease in coupling strength and again no major shifts are observed. However, in the early 1940’s, the still present synchronous state is subjected to an increase in coupling strength, which soon destroys it (at the time indicated by the middle vertical line). As the synchronous state is destroyed, a new shift in both temperature trend and ENSO variability is observed. The global temperature enters a cooling regime and El Niño events become much less frequent and weaker. The network synchronizes again in the early 1950’s. This state is followed by a decrease in coupling strength and, as was the case in 1920’s, no major shifts occur. Finally, the network synchronizes again in the mid 1970’s. This state is followed by an increase in coupling strength and, incredibly, as in the cases of 1910 and 1940, synchronization is destroyed (at the time marked by the right vertical line) and then climate shifts again.

The global temperature enters a warming regime and El Niño events become frequent and strong. The fact that around 1910, 1940 and in the late 1970’s climate shifted to a completely new state indicates that synchronization followed by an increase in coupling between the modes leads to the destruction of the synchronous state and the emergence of a new state.

The above mechanism was also found in three climate simulations. The first two are from the GFDL CM2.1 coupled ocean/atmosphere model [GFDL CM2.1 development team, 2006]. The first simulation is an 1860 pre-industrial conditions 500-year control run and the second is the SRES A1B, which is a business as usual scenario with CO\textsubscript{2} levels stabilizing at 720 ppmv at the close of the 21st century [IPCC, 2001]. The third simulation is a control run from the ECHAM5 model [Wang et al., 2009]. From these model outputs the same indices were constructed (in the periods of 100–200 years, 21st century, and years 240–340, respectively) and the above procedure was repeated in order to study synchronization and coupling in the corresponding networks. In all, seven synchronization events in the model simulations occurred. Without an exception, in all cases when the major
modes of variability in the northern hemisphere are synchronized, an increase in the coupling strength destroys the synchronous state and causes climate to shift to a new state. Importantly the mechanism is found in both forced and unforced simulations indicating that the mechanism is a result of the natural variability of the climate system. Lately Swanson and Tsonis [2009] extended the analysis to the updated observations in the 21st century and discovered yet another consistent event signaling a new climate shift in the beginning of the 21st century.

The shifts described above are based on careful visual examination of the results. Once shifts have been visually identified, one can statistically test their significance. From the above results it was observed [Tsonis et al., 2007; Wang et al., 2009] that most often a shift in global temperature can manifest itself as a trend change but in a couple of cases it shows as a jump. Changes in ENSO variability on the other hand can come in more ways. In this case, the possible regimes are five. A regime of more frequent El Niño events, a regime of more frequent La Niña events, a regime of alternating strong El Niño and La Niña events, a regime of no activity or alternating weak El Niño and La Niña events, and a regime where the spacing between El Niño and La Niña events is irregular. In all those regimes the distribution of ENSO index is different and as such the Mann–Whitney rank sum test can be used to test for differences before and during a shift or between shifts. The same test can be used to test differences in global temperature tendency before and after a jump. In cases when a temperature tendency shift manifests itself as a trend change the t-test can be used. In all, 12 synchronization events and eight shifts occurred in observations and model simulations (not including the suspected shift in the 21st century observations). For all shifts (three in observations and five in the models), it was found that the change in ENSO variability is significant at the 90% or higher confidence level whereas the change in temperature tendency is significant at the 95% or higher confidence level [Wang et al., 2009, supplementary material].

3. Results From Proxy Data

It is desirable to investigate whether this mechanism can be found in data before the 20th century. Thus, the network of the other three modes (NAO, PDO, and ENSO) will be considered. The PDO proxy covers the period 993–1995 AD [MacDonald & Case, 2005], the NAO proxy covers the period 1049–1995 AD [Trouet et al., 2009], and the ENSO proxy is [Cook et al., 2009] 3.4 index in the period 1300–2005 AD. As a global temperature proxy we considered the northern hemisphere temperature reconstruction of Crowley [2000] covering the period 1000–1933 AD.

First, the overlapping period 1300–1900 AD is considered (here the period 1900–2007 AD where instrumental measurement exist and have been analyzed previously is not considered). Then the network is constructed and as previously the synchronization measure and coupling are computed. The results are shown in Fig. 3. In the top panel, the synchronization measure is shown. This measure is a simplified version of Eq. (1) (it is the root mean square of the cross-correlation coefficient between all unique pairs of the three indices; in this way, unlike in Fig. 1(a), higher values indicate synchronization). The window over which the correlations are estimated is 21 years (rather than 11 used in the previous studies). A wider window compensates for the increased uncertainty in proxy records. According to a similar surrogate data analysis, a value above 0.31 indicates a statistically significant synchronization event. The middle panel shows the coupling measure as modified in [Swanson & Tsonis, 2009]. As before when this measures decreases, coupling strength increases. We find that the mechanism of synchronization + increase (decrease) in coupling + climate shift (no climate shift) is again present, but it is not as robust as in the previous results. It is observed in 17 out of the total 23 synchronization events in that period (a 75% success rate). In three synchronization events the coupling was increasing but no shift occurred and in three other events the coupling was decreasing but a shift did occur. This “departure” from the robustness of the mechanism observed in the modern data and in model simulations may be due to the fact that the proxy data are not as reliable as actual measurements and/or because this network has three of the four modes used in the previous studies. Sensitivity analysis using a network constructed from the observations in the 20th century but without the NPI lowers the success rate in that period from five out of five to four out of five. Thus, not having NPI may be part of the problem. However, the small sample size of synchronization
Fig. 3. The top panel shows the synchronization measure. This measure is a simplified version of Eq. (1) [it is the root mean square of the cross-correlation coefficient between all unique pairs of the three indices; in this way, unlike in Fig. 1(a), higher values indicate synchronization]. The window over which the correlations are estimated is 21 years. According to surrogate data analysis a value above 0.31 (horizontal solid line) indicates a statistically significant synchronization event. Twenty three synchronization events are observed in the period 1300–1900. The middle panel shows the coupling measure as modified in [Swanson & Tsonis, 2009]. Here again, when this measure decreases, coupling strength increases. The bottom panel is the NH temperature proxy used in this study.

events inhibits us from making concrete conclusions on this issue. It is nevertheless encouraging that the mechanism is observed in 17 out of 23 synchronization events. In order to further support the statistical significance of the existence of the mechanism in the proxy data we adopted a different approach. More specifically we examined the coherence between synchronization measure, coupling measure, and NH temperature.

Coherence measures the linear dependence of the oscillatory components in the two detrended signals. While it does not indicate cause and effect, significant coherence suggests that changes in one signal relate to changes in the other signal. When the squared coherence is transformed by the inverse hyperbolic tangent, the resulting values have a normal distribution centered on zero and with a variance proportional to the sum of squares of the smoothing weights [Kuo et al., 1990]. This allows us to make a correspondence between the values of squared coherence and confidence levels. For example, for a given frequency, squared coherence values of 0.2, 0.25 and 0.31 define the approximate 90%, 95% and 99% confidence levels, respectively, for incoherent series.

Estimation of the magnitude square coherence is based on Matlab’s program mscohere. The program computes the magnitude squared coherence estimate $C_{xy}(f)$ of the input signals $x$ and $y$ using Welch’s averaged, modified periodogram method [Welch, 1967]. The magnitude squared coherence estimate is a function of frequency with values between 0 and 1 that indicates how well $x$ responds to $y$ at each frequency. The magnitude squared coherence is a function of the power spectral densities ($P_{xx}(f)$ and $P_{yy}(f)$) of $x$ and $y$ and the cross power spectral density ($P_{xy}(f)$) of $x$ and $y$,

$$C_{xy}(f) = \frac{|P_{xy}(f)|^2}{P_{xx}(f)P_{yy}(f)}$$

(3)
Figure 4 shows the magnitude square coherence between coupling and temperature (top) and between distance and NH temperature (bottom). Both figures indicate significant coherence at several frequencies. See text for details.

where \( x \) and \( y \) must be the same length. For real \( x \) and \( y \), the program returns a one-sided coherence estimate and for complex \( x \) or \( y \), it returns a two-sided estimate.

Figure 4 shows the magnitude square coherence between coupling and temperature (top) and between distance and NH temperature (bottom). Both figures indicate significant coherence at several frequencies. More specifically, the top panel shows significant coherence between coupling and NH over a range of frequencies centered at about 0.15 cycles/year (corresponding to a time scale of 7-8 years) and a range of frequencies centered at about 0.33 cycles/year (corresponding to a time scale of 3 years). The bottom panel shows significant coherence between distance and NH over a range of frequencies centered at about 0.1 cycles/year (corresponding to a time scale of 10 years) and a range of frequencies centered at about 0.4 cycles/year (corresponding to a time scale of 2.5 years). Phase estimates are not clear because the duration of both synchronization and coupling strength increase varies from case to case, but it appears that both distance and coupling lead NHT. These results are consistent with the proposed mechanism for major climate shifts. In the low frequency domain the time scale in the coherence between distance and NHT is longer than that between coupling and NHT. This is a direct result of the fact that according to the mechanism for a shift to take place the modes must first synchronize and then coupling must increase. In this case, coupling increase acts for a shorter time period compared to the length of synchronization. The opposite is observed over the higher frequency ranges. As is shown in Fig. 3 the synchronization measure exhibits more high frequency variability than the coupling measure. Thus, in some cases synchronization may begin while coupling is increasing and the event may not last sufficiently long to change the climate state. Nevertheless, this is not inconsistent with synchronization + coupling increase (decrease) → climate shift (no climate shift).

4. Conclusions

According to the Tsonis-Swanson-Kravtsov (TSK) mechanism for major climate shifts [Tsonis et al., 2007] major climate modes tend to synchronize at some coupling strength. When this synchronous state is followed by an increase in the coupling strength, the networks’ synchronous state is destroyed and after that climate emerges in a new state. The whole event marks a significant shift in climate. Here, we have performed an analysis of proxy climate data in order to further investigate the validity of the TSK mechanism beyond the time of the actual instrumental records. Again, we find strong evidence of the mechanism as well as significant coherence between both synchronization and coupling and global temperature. These results provide further support that the above mechanism for climate shifts is a robust feature of the climate system.
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